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Bullough-Dodd field equation to the Izergin-Korepin massive quantum field the-
ory. The discussion parallels precisely the conformal case treated in [11] and links
a certain linear problem to a Bethe Ansatz system associated with the a2 algebra.
The Bethe Ansatz equations (4.86) and the demonstration of a link with the con-
formal field theory limit case of [11], described in section 3, are the main results
of the paper.

After the first discovery of this type of correspondence, it was striking how
certain functional relations, typically emerging in the QFT domain, encoded spec-
tral data. In the work of Lukyanov and Zamolodchikov, this rich structure was
enlarged to contain also the relation between certain nonlinear partial differential
equations and linear spectral problems, thereby giving further useful insights into
the general structure of the theory. Here, further support of the validity of this
scheme has been given, enlarging the number of working cases of the correspon-
dence. The Bullough-Dodd equation has been chosen since, with the sinh-Gordon
equation, it is simplest representative of the affine Toda field theories. At this
stage it is fairly clear how a more general correspondence scheme could be devel-
oped starting from Toda field theories based on more general Lie algebras. The
general scheme is as follows, where the arrows have been annotated with labels of
sections in this paper and a reference, to indicate where the corresponding step is
further discussed for the particular case of the Bullough-Dodd equation:

Integrable nonlinear wave equation

!

Zero curvature
condition (§2)

Linear problem

!
Scaling
limit (§3)

ODE "
ODE/IM correspondence [11]

BAE ⇔ CFT

BAE ⇔ massive QFT"
Massive ODE/IM
correspondence (§4)

!

UV limit

Another direction for future work is the generalization of the correspondence
between the Bethe Ansatz and classical integrable systems to non relativistically-
invariant models such as the KdV equation and its hierarchy, and the generaliza-
tion from integrable field theories to integrable lattice models.

In conclusion, the connection between these two, originally disconnected, do-
mains of mathematics and theoretical physics gives a hint of a bigger scheme in
the wide framework of classical and quantum integrability.
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“Symmetries of the Universe and of the Fundamental Interactions”.
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Now we just take the lim�t!0 of (4.18) and use (4.5) to get:

dR

d⌧
= �E(R, ⌧) (4.19)

This proves that E(R, ⌧) satisfies (4.11), so we also have:

E(R, ⌧) = E(R̃(R, ⌧), 0)

As a final remark on this piece of calculation, we wish to consider the CFT limit
once again. In this case, we know from the DDV approach that we should be able to
define two quantization radii and that both the holomorphic and antiholomorphic part
of the energy should satisfy Burgers equation. [FA: Here there is a big problem. It
seems to me that both the holomorphic and antiholomorphic part of the energy satisfy
Burgers’ equation, but I can’t see the mixing for the perturbed energies: maybe I just
make a mistake in using the method of the characteristics]. To see this, we just use the
results we obtained throughout the calculation. In particular, we saw that:

1

m tan ( ⇡
2↵)

Z

�̄t

dw = R+ 2⌧ Ē(R, ⌧)

1

m tan ( ⇡
2↵)

Z

�t

dw̄ = R+ 2⌧E(R, ⌧)
(4.20)

We define, in the conformal limit:

R±(R, ⌧) = R+ 2⌧ tE⌥(R, t̃) (4.21)

For example, let us consider the curve R+(t) = constant. Along this line, we have:

dR

d⌧
= �2E�(R, ⌧)

So E± satisfy Burgers’ equation, although it seems that E±(R, ⌧) = E±(R⌥(R, ⌧), 0),
whereas it should be E±(R, ⌧) = E±(R±(R, ⌧), 0).

13

Dorey-Tateo 1998

Lukyanov-Zamolodchikov 2010

Gaiotto-Moore-Neitzke 2008

Bazhanov-Lukyanov-Zamolodchikov 1994Sibuya  1975, Voros 1983-1994≤



3

The sin-Gordon NLIE: IM-side

𝒦(θ) =
1

i2π
d
dθ

ln SsG(θ)

ϵ(θ) = r sinh(θ) + 2πk − 2∫ℝ
dθ′￼𝒦(θ − θ′￼) ℑm ln (1 + e−iϵ(θ−i0))

r = mR = s1+α
2 πΓ( 1

2α )

Γ( 1
2 + 1

2α )

(This is for the vacuum states, more complicated  integration contours appear for excited  states.)

−iϵ(θ) = ln ( Q(θ + iπ/α)
Q(θ − iπ/α) )Starting from  the NLIE,  and setting: 

where  is the field-theory  version of the Baxter’s -function:   Q Q T(θ)Q(θ) = Q(θ + iπ/α) + Q(θ − iπ/α)

where  is the soliton mass,  the circumference of the cylinder and  is the scale parameter, useful for later 
considerations in the ODE/IM setup

m R s

α = β−2 − 1 > 1
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ln Q (θ + i
π(α + 1)

2α
, k) ∼

reθ

4 cos( π
2α )

+ iπk +
1
2

ln 𝒢 −
∞

∑
n=1

J2n−1e−(2n−1)θ +
∞

∑
n=1

Gne−2αnθ, (θ → ∞)

ln Q (θ + i
π(α + 1)

2α
, k) ∼

re−θ

4 cos( π
2α )

+ iπk −
1
2

ln 𝒢 −
∞

∑
n=1

J̄2n−1e(2n−1)θ +
∞

∑
n=1

Ḡne2αnθ, (θ → − ∞)

J2n−1 = −
rδn,1

4 cos( π
2α )

+
(−1)n+1

sin ( π(2n − 1)
2α ) ∫ℝ

dθ
π

ℑm e(2n−1)(θ−i0) ln (1 + e−iϵ(θ−i0))

J̄2n−1 = −
rδn,1

4 cos( π
2α )

−
(−1)n+1

sin ( π(2n − 1)
2α ) ∫ℝ

dθ
π

ℑm e−(2n−1)(θ−i0) ln (1 + e−iϵ(θ−i0))

one can easily extract the large-  expansion for  θ Q

The coefficients  ,  ,  ,  are the local and non-local  integrals of motion, respectively. J2n−1 J̄2n−1 Gn Ḡn
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E =
m
2

sin ( π
2α ) (J1 + J̄1 +

r
2 cos( π

2α ) ) , P =
m
2

sin ( π
2α ) (J1 − J̄1)

2m sin ( π
2α ) = mB

In terms of  and   the total energy and momentum areJ1 J̄1

where

for  , is the mass of the fundamental breather.
α > 1
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Including the  deformation TT̄

𝒦(θ) → 𝒦(θ) − τ
m2

2π
cosh(θ) ⟺ mR sinh(θ) → mℛ0 sinh(θ − θ0)

where  and   are defined through the following relationsℛ0 θ0

ℛ0 cosh (θ0) = R + τ E(R, τ) , ℛ0 sinh (θ0) = τ P(R, τ)

∂τE(R, τ) = E(R, τ)∂RE(R, τ) +
P2(R)

R

P = 0 → E(R, τ) = E(R + τE(R, τ),0)

(The Burgers-type equation)
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Classical (modified) sinh-Gordon model: ODE-side

∂z∂z̄η − e2η + p(z) p(z̄)e−2η = 0

with the functions  of the formp(z)

p(z) = z2α − s2α

(Modified sinh-Gordon equation)

̂η = η −
1
4

ln pp̄dw = p(z)dz, dw̄ = p(z̄)dz̄

∂w∂w̄ ̂η − e2 ̂η + e−2 ̂η = 0

Modified sinh-Gordon and standard sinh-Gordon equations  are related by a simple change of variables

(sinh-Gordon equation)
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Ψ = ( e
θ
2 e

η
2 ψ

e− η
2 e− θ

2 (∂z + ∂zη) ψ) = (e− η
2 e

θ
2 (∂z̄ + ∂z̄η) ψ̄

e
η
2 e− θ

2 ψ̄ )
[ ∂2

z − u(z, z̄) − e2θ p(z) ] ψ = 0 , [ ∂2
z̄ − ū(z, z̄) − e−2θ p(z̄) ] ψ̄ = 0

u(z, z̄) = (∂zη)2 − ∂2
zη , ū(z, z̄) = (∂z̄η)2 − ∂2

z̄η

DΨ = 0 , D̄Ψ = 0

D = ∂z +
1
2

∂zησ3 − eθ[ σ+ eη + σ−p(z) e−η ] , D̄ = ∂z̄ −
1
2

∂z̄η σ3 − e−θ [ σ− eη + σ+p(z̄) e−η ]

Lax pair

Lax equations (associate linear system) 

with the parametrisation

and
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Consider first the light-cone limit   in which   has the asymptotic  z̄ → 0 η

x = e
θ

1 + α z , E = s2α e
2θα

1 + α ,

η → l log(zz̄) + η0 + … (l = 2 |k | − 1/2)

[ − ∂2
x +

l(l + 1)
x2

+ x2α ] ψ = E ψ

In the limit  , with the combinations z ∼ s → 0, θ → ∞

For the ODE/IM :    η( |z | , ϕ +
π
α

) = η( |z | , ϕ), η( |z | , ϕ) ∼ α ln |z |

one finds the Schroedinger equation for the anharmonic oscillator (original ODE/IM): 
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J2n−1 =
1

2(2n − 1)sin( π(2n − 1)
2α ) ∫

γ1

dw ̂P2n + dw̄R̂2n−2, J̄2n−1 =
1

2(2n − 1)sin( π(2n − 1)
2α ) ∫̄

γ1

dw̄ ̂̄P2n + dw ̂̄R2n−2

The classical local integrals of motion are

∂w̄
̂P2n = ∂wR̂2n−2, ∂w

̂̄P2n = ∂w̄
̂̄R2n−2

̂u(w, w̄) = (∂w ̂η)2 − ∂2
w ̂η , ̂̄u(w, w̄) = (∂w̄ ̂η)2 − ∂2

w̄ ̂η

T2(w) =
1
2

̂u(w, w̄) = ̂P2, T̄2(w) =
1
2

̂̄u(w, w̄) = ̂̄P2,

Θ0(w) = Θ̄0(w) = R̂0 + 1 = ̂̄R0 + 1 = e−2 ̂η



E = ℰ + ℰ̄ , P = ℰ − ℰ̄

ℰ =
m
4 ∫

γ1

dw T2(w) + dw̄ Θ0(w) , ℰ̄ =
m
4 ∫̄

γ1

dw Θ̄0(w) + dw̄ T̄2(w)

The ODE/IM correspondence claim is:

{J2n−1(R), J̄2n−1(R)}Quantum = {J2n−1(R), J̄2n−1(R)}Classical



12

The circumference R

R =
1

m tan( π
2α ) (∫γ1

dw̄ + ∫γ̄1

dw) =
1

m tan( π
2α ) (∫γ2

p̄1/2dz̄ + ∫γ̄2

p1/2dz)

 


In what follows, we will assume that w̄ = w∗, and choose the branch of
√

p(z) in (3.45) which is
positive at the upper edge of the branch cut in Fig.1.

Using the standard technique [19] for the large-θ expansion, one can find explicit expressions
for the coefficients I2n+1, Gn and Ī2n+1, Ḡn as the functionals of η̂. The coefficients I2n+1 and
Ī2n+1 appear as local functionals, i.e. the integrals of local densities,

I2n−1 =
1

2(2n − 1) sin(π(2n−1)
α )

∫

Cw

[

dw P̂2n + dw̄ R̂2n−2

]

(3.49)

and

Ī2n−1 =
1

2(2n − 1) sin(π(2n−1)
α )

∫

C̄w

[

dw̄ ˆ̄P 2n + dw ˆ̄R2n−2

]

. (3.50)

The integration contour Cw here is a w-image of the contour Cz in the z-plane shown on Fig.1,

while C̄w = C∗
w. The functions (P̂2n, R̂2n−2) and ( ˆ̄P 2n,

ˆ̄R2n−2) = (P̂ ∗
2n, R̂

∗
2n−2) are conventional

C

z

z

Figure 1: The chart M(0)
z , and the integration contour Cz in Eq.(3.58).

tensor densities of the local IM for the ShG equation (3.46), satisfying the continuity equations

∂w̄P̂2n = ∂wR̂2n−2 . (3.51)

They can be obtained in explicit form as follows. Let

û = (∂wη̂)
2 − ∂2wη̂ , v̂ = (∂wη̂)

2 + ∂2wη̂ . (3.52)

Then

P̂2n = Un[ û ] , R̂2n−2 = e−2η̂ Un−1[ v̂ ]− δn,1 ,

where Un[ û ] are homogeneous (grade(û) = 2, grade(∂) = 1, grade(Un) = 2n) differential polyno-
mials in û of the degree n (known as the Gel’fand-Dikii polynomials [40]),

Un[ û ] = Λ̂n · 1 . (3.53)

Here

Λ̂ = −1
4 ∂

2 + û− 1
2 ∂

−1 û′ , (3.54)

15
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Classical  as a dynamical change of coordinates TT̄

is identical to the unperturbed one. Our idea is to use this to show that the quantum
quantities of the theory are modified by the TT perturbation in such a way to preserve
the ODE/IM correspondence. To see how this comes about, let us focus on the WKB
analysis described in the previous section. There we used the unperturbed equation
of motion: however, since the perturbed one looks identical to this in a suitable set of
coordinates, the fact that the theory is or is not perturbed can not lie in the equation of
motion alone. In fact, one should also take the integration paths of the WKB analysis
into account. Since we will repeatedly switch from one set of coordinates to the other,
we take a moment to fix the notations: the set of coordinates (w, w̄) will always be
that in which the equation of motion looks like the unperturbed one; instead, in the
set of coordinates (x, x̄) the perturbation will be visible. We believe that is possible to
describe the TT perturbed theory in two ways: the first one is to work start to finish
with the (x, x̄) coordinates and get an expression for the perturbed energy as an integral
on the �1 contour of a di↵erent (at this stage unknown) integrand; the second one is
to work in the (w, w̄) coordinates, thus getting the same integrand, but on a di↵erent
integration contour (in the following, the �t contour). Of course the two approaches
should be equivalent, so the �t and �1 contour will be mapped one into the other by
(x, x̄) = (x(w, w̄), x̄(w, w̄)). This map has been studied in [?], where it was also found
an expression for the TT perturbed components of the stress-energy tensor, which will
momentarily play a decisive role in the discussion. First, we report here some of the
results of [?].

J =
1

�(w)

✓
1 + 2t⇥0(w) �2tT2(w)
�2tT̄2(w) 1 + 2t⇥̄0(w)

◆
(4.1)

J�1 =

✓
1 + 2t⇥̄0(w) 2tT2(w)
2tT̄2(w) 1 + 2t⇥0(w)

◆
(4.2)

✓
dw
dw̄

◆
= JT

✓
dx
dx̄

◆
(4.3)

where:
�(w) = (1 + 2t⇥0(w))(1 + 2t⇥̄0(w))� 4t2T2(w)T̄2(w)

Comparing relations (3.12), (3.13) and (3.18), with the conventions adopted in [?] we
see that the dimensionless parameter t di↵ers from to the TT perturbing coupling ⌧ in
[?] by a normalization factor:

⌧ = �
8

m2 tan ( ⇡
2↵)

t . (4.4)

[RT: magari lo scriviamo bene...] : ([FA: It is not clear to me how we can deter-
mine the exact constant]) ([RT: un fattore 4/m viene dal legame tra energia la nor-
malizzazione delle componenti di T (2.17,2.18,2.19 o la 3.5) che usiamo noi (di solito
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Θ0 = Θ̄0

Now we wish to compute what we expect to be the   perturbed circumference  of the theory, defined asTT̄ R

non dovrebbe comparire), il secondo dalle definizione di circonferena R. Nelle coordi-
nate giuste dovrebbe essere definita semplicemente come un integrale su un cammino
chiuso/periodico che da la lunghezza del percorso, mentre in 2.24 c’e’ un fattore aggiun-
tivo. Il segno dovrebbe venire dalla relazione tra E e T , che ha un segno - nell’articolo
da cui prendiamo le formule. Dovuta penso alla cambio di metrica. Ma se pensate
che il ragionamento non torni, ne possiamo discutere via Skype. ])([FA: Ok grazie, ora
mi è chiaro.] [RT: magari possiamo scrivere tutti i dettagli del passaggio, cos̀ı non ci
dimentichiamo...]) to the TT perturbing coupling ⌧ , adopted for example in []:

⌧ = �
8

m2 tan ( ⇡
2↵)

t (4.5)

Now all the quantities evaluated in the last paragraph should depend on two inde-
pendent parameters, namely R and t. So, for a generic value of t, we have:

E(R, t) =
m

4

 Z

�t

dw T2(w) + dw̄⇥0(w) +

Z

�̄t

dw ⇥̄0(w) + dw̄ T̄2(w)

!
(4.6)

The integrands in (4.6) are closed 1-forms due to the continuity equation. The map
(x, x̄) = (x(w, w̄), x̄(w, w̄)) is such that
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�(w(x))
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�(w(x))
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⇥0(w(x)) + 2t(⇥0(w(x)⇥̄0(w(x))� T2(w(x))T̄2(w(x)))

�(w(x))

⇥̄0(x) =
⇥̄0(w(x)) + 2t(⇥0(w(x)⇥̄0(w(x))� T2(w(x))T̄2(w(x)))

�(w(x))

(4.7)

Using the equality between the 1-forms, we can write:

E(R, t) =
m

4

 Z

�1

dxT2(x) + dx̄⇥0(x) +

Z

�̄1

dx ⇥̄0(x) + dx̄ T̄2(x)

!
(4.8)

Now we wish to compute what we expect to be the TT perturbed compactification
circumference of the theory, defined as:

R̃(R, t) =
1

m tan ( ⇡
2↵)

0

@
Z

�t

dw̄ +

Z

�̄t

dw

1

A (4.9)

10
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is identical to the unperturbed one. Our idea is to use this to show that the quantum
quantities of the theory are modified by the TT perturbation in such a way to preserve
the ODE/IM correspondence. To see how this comes about, let us focus on the WKB
analysis described in the previous section. There we used the unperturbed equation
of motion: however, since the perturbed one looks identical to this in a suitable set of
coordinates, the fact that the theory is or is not perturbed can not lie in the equation of
motion alone. In fact, one should also take the integration paths of the WKB analysis
into account. Since we will repeatedly switch from one set of coordinates to the other,
we take a moment to fix the notations: the set of coordinates (w, w̄) will always be
that in which the equation of motion looks like the unperturbed one; instead, in the
set of coordinates (x, x̄) the perturbation will be visible. We believe that is possible to
describe the TT perturbed theory in two ways: the first one is to work start to finish
with the (x, x̄) coordinates and get an expression for the perturbed energy as an integral
on the �1 contour of a di↵erent (at this stage unknown) integrand; the second one is
to work in the (w, w̄) coordinates, thus getting the same integrand, but on a di↵erent
integration contour (in the following, the �t contour). Of course the two approaches
should be equivalent, so the �t and �1 contour will be mapped one into the other by
(x, x̄) = (x(w, w̄), x̄(w, w̄)). This map has been studied in [?], where it was also found
an expression for the TT perturbed components of the stress-energy tensor, which will
momentarily play a decisive role in the discussion. First, we report here some of the
results of [?].

J =
1

�(w)

✓
1 + 2t⇥0(w) �2tT2(w)
�2tT̄2(w) 1 + 2t⇥̄0(w)

◆
(4.1)

J�1 =

✓
1 + 2t⇥̄0(w) 2tT2(w)
2tT̄2(w) 1 + 2t⇥0(w)

◆
(4.2)

✓
dw
dw̄

◆
= JT

✓
dx
dx̄

◆
(4.3)

where:
�(w) = (1 + 2t⇥0(w))(1 + 2t⇥̄0(w))� 4t2T2(w)T̄2(w)

Comparing relations (3.12), (3.13) and (3.18), with the conventions adopted in [?] we
see that the dimensionless parameter t di↵ers from to the TT perturbing coupling ⌧ in
[?] by a normalization factor:

⌧ = �
8

m2 tan ( ⇡
2↵)

t . (4.4)

[RT: magari lo scriviamo bene...] : ([FA: It is not clear to me how we can deter-
mine the exact constant]) ([RT: un fattore 4/m viene dal legame tra energia la nor-
malizzazione delle componenti di T (2.17,2.18,2.19 o la 3.5) che usiamo noi (di solito

9

∫̄
γt

dw = ∫̄
γ1

(1 + 2tΘ0(w((x)))
Δ(w(x))

dx − 2t
T̄2(w(x))
Δ(w(x))

dx̄ = ∫̄
γ1

dx − 2t ∫̄
γ1

Θ̄0(x)dx + T̄2(x)dx̄

Let us start with the first term. We use the map (4.3):
Z

�̄t

dw =

Z

�̄1

(1 + 2t⇥0(w((x)))

�(w(x))
dx� 2t

T̄2(w(x))

�(w(x))
dx̄ =

=

Z

�̄1

dx� 2t

Z

�̄1

⇥̄0(x)dx+ T̄2(x)dx̄ =

= 1
2 tan

�
⇡
2↵

�
mR�

8
m tĒ(R, t)

Similarly: Z

�t

dw̄ = 1
2 tan

�
⇡
2↵

�
mR�

8
m tE(R, t)

Putting this expressions back into (4.9) we can write:

R̃(R, t) = R�
8

m2 tan ( ⇡
2↵)

tE(R, t) = R+ ⌧E(R, ⌧) (4.10)

where in the last step we traded the dimensionless t parameter for the real perturbation
parameter ⌧ . So we see that the circumference is indeed modified as one would expect
from the ODE/IM correspondence, provided the function E(R, ⌧) that we find in the
r.h.s. satisfies Burgers equation. Our next task will be to prove exactly this, following
once again the approach of contour deformation.

To make things concrete, let us start by stating what we wish to prove. We claim
that E(R, ⌧) satisfies:

dE(R, ⌧)

d⌧
=

dE(R, ⌧)

dR
E(R, ⌧) (4.11)

We consider the curve R̃(R, ⌧) = constant, along which R = R(⌧), and derive both
members of (4.10) with respect to ⌧ :

0 =
dR

d⌧
+ E(R, ⌧) + ⌧

dE(R, ⌧)

d⌧
+ ⌧

dE(R, ⌧)

dR

dR

d⌧

E(R, ⌧) satisfies (4.11) if, along this curve, dR
d⌧ = �E(R, ⌧). To show this, it is necessary

to clarify what R̃(R, ⌧) = constant means in this context. As was explained above,

R̃(R, ⌧) =
1

m tan ( ⇡
2↵)

0

@
Z

�t

dw̄ +

Z

�̄t

dw

1

A

Clearly, R̃ is completely determined by the integration contour �t, so keeping R̃ constant
means keeping �t fixed. Now, this integration contour is the image in the (w, w̄) complex

11

Therefore 

where
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Clearly, R̃ is completely determined by the integration contour �t, so keeping R̃ constant
means keeping �t fixed. Now, this integration contour is the image in the (w, w̄) complex
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We would like to prove the validity of the Burgers equation on this classical (ODE) side of the correspondence 

We consider the curve  = constant,  with , and take the derivative with respect to  :R̃(R, τ) R = R(τ) τ

 fulfils the Burgers equation ifE(R, τ)

dR
dτ

= − E(R, τ)

To show this, it is necessary to clarify what  means in this context. 
R̃(R, τ) = constant
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R̃(R, τ) =
1

m tan( π
2α ) ∫

γt

dw̄ + ∫̄
γt

dw

Clearly,   is completely determined by the integration contour  , so keeping  constant means keeping  fixed.R̃ γt R̃ γt

At  fixed,  we need to find  how  changes under an infinitesimal variation of :γt γ1 t

plane of the �1 contour. In the previous calculation, we always considered �1 as given
and just took into account the e↵ect of t, that deformed it into �t. However, �1 and t
can be made to vary simultaneously in such a way to maintain �t fixed: what we wish
to determine is precisely how �1 should vary when t is varied by an infinitesimal to
achieve that, which is dR

dt . As before, we start by clarifying notations: this time, we
will need three set of coordinates, namely (w, w̄), with integration contour �t, (x, x̄)
with integration contour �1,x and (y, ȳ) with integration contour �1,y. According to
what we just said, we have:

R(t) =
1

m tan ( ⇡
2↵)

0

B@
Z

�1,x

dx̄+

Z

�̄1,x

dx

1

CA (4.12)

R(t� �t) =
1

m tan ( ⇡
2↵)

0

B@
Z

�1,y

dȳ +

Z

�̄1,y

dy

1

CA (4.13)

The three set of coordinates are linked by the following transformations:
✓

dw
dw̄

◆
= JT (t)

✓
dx
dx̄

◆
,

✓
dw
dw̄

◆
= JT (t� �t)

✓
dy
dȳ

◆

where the Jacobian is given by (4.1). They can of course be used together to get:
✓

dy
dȳ

◆
= (JT )�1(t� �t)JT (t)

✓
dx
dx̄

◆

Now we can expand (JT )�1(t� �t) around t:

(JT )�1(t� �t) = (JT )�1(t)� �t
d(JT )�1(t)

dt
(4.14)

In this way, we get:
✓

dy
dȳ

◆
=

✓
dx
dx̄

◆
� �t

d(JT )�1(t)

dt
JT (t)

✓
dx
dx̄

◆

Now it is just a matter of calculating the derivative and multiplying the two matrices
to see that:

d(JT )�1(t)

dt
JT (t) = 2

✓
⇥̄0(x) T̄2(x)
T2(x) ⇥0(x)

◆
(4.15)

Putting all together, we obtain:

dy = dx� 2�t(⇥̄0(x)dx+ T̄2(x)dx̄) (4.16)

dȳ = dx̄� 2�t(T2(x)dx+⇥0(x)dx̄) (4.17)

12
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So we can evaluate:

R(t� �t) =
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m tan ( ⇡
2↵)

0

B@
Z

�̄1,y

dy +

Z

�1,y

dȳ

1

CA

=
1

m tan ( ⇡
2↵)

0

B@
Z

�̄1,x

dx+

Z

�1,x

dx̄� 2�t

0

B@
Z

�̄1,x

(⇥̄0(x)dx+ T̄2(x)dx̄) +

Z

�1,x

(T2(x)dx+⇥0(x)dx̄)

1

CA

1

CA

= R(t)�
8�t

m2 tan ( ⇡
2↵)

E(R, t)

(4.18)

Now we just take the lim�t!0 of (4.18) and use (4.5) to get:

dR

d⌧
= �E(R, ⌧) (4.19)

This proves that E(R, ⌧) satisfies (4.11), so we also have:

E(R, ⌧) = E(R̃(R, ⌧), 0)

As a final remark on this piece of calculation, we wish to consider the CFT limit
once again. In this case, we know from the DDV approach that we should be able to
define two quantization radii and that both the holomorphic and antiholomorphic part
of the energy should satisfy Burgers equation. [FA: Here there is a big problem. It
seems to me that both the holomorphic and antiholomorphic part of the energy satisfy
Burgers’ equation, but I can’t see the mixing for the perturbed energies: maybe I just
make a mistake in using the method of the characteristics]. To see this, we just use the
results we obtained throughout the calculation. In particular, we saw that:

1

m tan ( ⇡
2↵)

Z

�̄t

dw = R+ 2⌧ Ē(R, ⌧)

1

m tan ( ⇡
2↵)

Z

�t

dw̄ = R+ 2⌧E(R, ⌧)
(4.20)

We define, in the conformal limit:

R±(R, ⌧) = R+ 2⌧ tE⌥(R, t̃) (4.21)

For example, let us consider the curve R+(t) = constant. Along this line, we have:

dR

d⌧
= �2E�(R, ⌧)

So E± satisfy Burgers’ equation, although it seems that E±(R, ⌧) = E±(R⌥(R, ⌧), 0),
whereas it should be E±(R, ⌧) = E±(R±(R, ⌧), 0).

13

The map between  and  coordinates isx y

Explicitly: 

giving
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2↵)

0

B@
Z

�̄1,y
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Z

�1,y

dȳ

1

CA

=
1

m tan ( ⇡
2↵)

0

B@
Z

�̄1,x

dx+

Z

�1,x

dx̄� 2�t

0

B@
Z
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(⇥̄0(x)dx+ T̄2(x)dx̄) +

Z

�1,x

(T2(x)dx+⇥0(x)dx̄)
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CA
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8�t

m2 tan ( ⇡
2↵)

E(R, t)

(4.18)

Now we just take the lim�t!0 of (4.18) and use (4.5) to get:
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This proves that E(R, ⌧) satisfies (4.11), so we also have:

E(R, ⌧) = E(R̃(R, ⌧), 0)

As a final remark on this piece of calculation, we wish to consider the CFT limit
once again. In this case, we know from the DDV approach that we should be able to
define two quantization radii and that both the holomorphic and antiholomorphic part
of the energy should satisfy Burgers equation. [FA: Here there is a big problem. It
seems to me that both the holomorphic and antiholomorphic part of the energy satisfy
Burgers’ equation, but I can’t see the mixing for the perturbed energies: maybe I just
make a mistake in using the method of the characteristics]. To see this, we just use the
results we obtained throughout the calculation. In particular, we saw that:
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m tan ( ⇡
2↵)

Z

�̄t

dw = R+ 2⌧ Ē(R, ⌧)

1

m tan ( ⇡
2↵)

Z

�t

dw̄ = R+ 2⌧E(R, ⌧)
(4.20)

We define, in the conformal limit:

R±(R, ⌧) = R+ 2⌧ tE⌥(R, t̃) (4.21)

For example, let us consider the curve R+(t) = constant. Along this line, we have:

dR

d⌧
= �2E�(R, ⌧)

So E± satisfy Burgers’ equation, although it seems that E±(R, ⌧) = E±(R⌥(R, ⌧), 0),
whereas it should be E±(R, ⌧) = E±(R±(R, ⌧), 0).

13

Therefore

Let us start with the first term. We use the map (4.3):
Z

�̄t

dw =

Z

�̄1

(1 + 2t⇥0(w((x)))

�(w(x))
dx� 2t

T̄2(w(x))

�(w(x))
dx̄ =

=

Z

�̄1

dx� 2t

Z

�̄1

⇥̄0(x)dx+ T̄2(x)dx̄ =

= 1
2 tan

�
⇡
2↵

�
mR�

8
m tĒ(R, t)

Similarly: Z

�t

dw̄ = 1
2 tan

�
⇡
2↵

�
mR�

8
m tE(R, t)

Putting this expressions back into (4.9) we can write:

R̃(R, t) = R�
8

m2 tan ( ⇡
2↵)

tE(R, t) = R+ ⌧E(R, ⌧) (4.10)

where in the last step we traded the dimensionless t parameter for the real perturbation
parameter ⌧ . So we see that the circumference is indeed modified as one would expect
from the ODE/IM correspondence, provided the function E(R, ⌧) that we find in the
r.h.s. satisfies Burgers equation. Our next task will be to prove exactly this, following
once again the approach of contour deformation.

To make things concrete, let us start by stating what we wish to prove. We claim
that E(R, ⌧) satisfies:

dE(R, ⌧)

d⌧
=

dE(R, ⌧)

dR
E(R, ⌧) (4.11)

We consider the curve R̃(R, ⌧) = constant, along which R = R(⌧), and derive both
members of (4.10) with respect to ⌧ :

0 =
dR

d⌧
+ E(R, ⌧) + ⌧

dE(R, ⌧)

d⌧
+ ⌧

dE(R, ⌧)

dR

dR

d⌧

E(R, ⌧) satisfies (4.11) if, along this curve, dR
d⌧ = �E(R, ⌧). To show this, it is necessary

to clarify what R̃(R, ⌧) = constant means in this context. As was explained above,

R̃(R, ⌧) =
1

m tan ( ⇡
2↵)

0

@
Z

�t

dw̄ +

Z

�̄t

dw

1

A

Clearly, R̃ is completely determined by the integration contour �t, so keeping R̃ constant
means keeping �t fixed. Now, this integration contour is the image in the (w, w̄) complex
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and

So we can evaluate:

R(t� �t) =
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B@
Z

�̄1,y

dy +

Z

�1,y

dȳ

1

CA

=
1

m tan ( ⇡
2↵)

0

B@
Z

�̄1,x

dx+

Z

�1,x

dx̄� 2�t

0

B@
Z

�̄1,x

(⇥̄0(x)dx+ T̄2(x)dx̄) +

Z

�1,x

(T2(x)dx+⇥0(x)dx̄)

1

CA

1

CA

= R(t)�
8�t

m2 tan ( ⇡
2↵)

E(R, t)

(4.18)

Now we just take the lim�t!0 of (4.18) and use (4.5) to get:

dR

d⌧
= �E(R, ⌧) (4.19)

This proves that E(R, ⌧) satisfies (4.11), so we also have:

E(R, ⌧) = E(R̃(R, ⌧), 0)

As a final remark on this piece of calculation, we wish to consider the CFT limit
once again. In this case, we know from the DDV approach that we should be able to
define two quantization radii and that both the holomorphic and antiholomorphic part
of the energy should satisfy Burgers equation. [FA: Here there is a big problem. It
seems to me that both the holomorphic and antiholomorphic part of the energy satisfy
Burgers’ equation, but I can’t see the mixing for the perturbed energies: maybe I just
make a mistake in using the method of the characteristics]. To see this, we just use the
results we obtained throughout the calculation. In particular, we saw that:

1

m tan ( ⇡
2↵)

Z

�̄t

dw = R+ 2⌧ Ē(R, ⌧)

1

m tan ( ⇡
2↵)

Z

�t

dw̄ = R+ 2⌧E(R, ⌧)
(4.20)

We define, in the conformal limit:

R±(R, ⌧) = R+ 2⌧ tE⌥(R, t̃) (4.21)

For example, let us consider the curve R+(t) = constant. Along this line, we have:

dR

d⌧
= �2E�(R, ⌧)

So E± satisfy Burgers’ equation, although it seems that E±(R, ⌧) = E±(R⌥(R, ⌧), 0),
whereas it should be E±(R, ⌧) = E±(R±(R, ⌧), 0).

13

In conclusion we have  

on both Classical and Quantum sides of the correspondence.  

 ⟹ If the ODE/IM correspondence is valid at  it is also valid at  !  τ = 0 τ ≠ 0
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Conclusions

1) The ODE/IM correspondence is valid  also in  deformed integrable models. 


2) The analysis can be done for generic polynomial potential and for a wide class of models 
(the outcome is the same)       


3)  The interpretation of this result in the Amplitudes/Wilson loop AdS/CFT framework is still 
missing. 


TT̄
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Thank you for your attention !!


